
Machine Learning 
in Space Weather

Enrico Camporeale
Contact: enrico.camporeale@noaa.gov
 

CIRES / CU Boulder & NOAA Space Weather Prediction Center

Thanks to NASA grant 80NSSC20K1580 (Ensemble Learning for Accurate and Reliable Uncertainty Quantification)

Space Weather Workshop 
20 – 22 April 2021



Current trend in ML (stating the obvious...)

Search “Space Weather” AND “Machine Learning” 
on https://ui.adsabs.harvard.edu/ 

In 2020 about 30 
SWx papers out of 
430 (~7%) use ML

Search “Machine Learning” on 
https://ui.adsabs.harvard.edu/ 

We are experiencing a general exponential growth of ML research!

In this workshop 9 
out of 77 posters 
use ML (~11%) 
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What can Machine Learning 
do for Space Weather?

(a non-comprehensive list...)
● Less standard methods (unsupervised, self-supervised, physics-

informed):

– What is the uncertainty associated to a prediction?

– Inverse problems: what are the optimal coefficients to use in a physics-
based or empirical model?



Why does it work (so well) ? 

“The miracle of the appropriateness of the language of mathematics for the 
formulation of the laws of physics is a wonderful gift which we neither 

understand nor deserve.”



Why does it work (so well) ? 

We are not in the same boat with image and text recognition, self-driving, or 
recommendation systems! 



Why does it work (so well) ?
Physics to the rescue! 

● Physical properties such as invariance, symmetry, conservation 
laws, etc. reduce drastically the ‘search space’ of parameters

● Any system that follows ‘laws of physics’ should be learnable by 
Machine Learning

● Any simulation can be emulated by ML
● The major hurdle is Data Quality & Quantity!



The infamous R2O gap  

● None of the examples mentioned in this 
presentation are OPERATIONAL

● All of them outperform current operational models (or claim to do so) 
● How expensive is ML?

– Fairly expensive to train (human resources / hardware)
● SWx TREC Deep Learning Laboratory (CU Boulder) is in the 

process of purchasing a ~$350k machine (110k+ CUDA cores)*
– Extremely cheap to deploy

● ML runs on your smartphone 

* Thanks to NASA/NSF SWQU and AFOSR/DURIP grants



Final remarks
(of course, all personal opinions...)

● The operational products are lagging behind what the research community has 
shown to be possible;

● There is a wrong perception that black-box ML is not trustworthy because not 
interpretable:

– The ‘gray-box’ approach builds on our long-standing physics understanding, and it will 
become more and more interpretable

– It will improve existing models pushing ‘good predictions’ to become ‘actionable predictions’

● The majority of SWx products will be based on ML in the foreseeable future

– Will this happen in 5, 10, or 20 years?  As usual (sigh) it depends on money!

● Funding instruments exclusively focused on ML are needed to fill the 
O2R2O gap

Contact: enrico.camporeale@noaa.gov 
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